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Abstract The prospects of a modern analysis of nano-
structure evolution during the processing of polymer mate-
rials by means of scattering from synchrotron radiation are
demonstrated in examples. The beam sources have gained
stability, shortages are located in beamline setups and in
method development for the quantitative analysis of volu-
minous data sets.By using the proposed multidimensional
chord distribution function (CDF) analysis method, nano-
structure information from small-angle X-ray scattering
(SAXS) data are extracted and visualised. The method
can be automated if the beamline setup is able to deliver a
full data set with simple constraints. In this case even a si-
multaneous data evaluation is possible (while one pattern
is accumulated, the previous one is analysed). The advan-
tages of the method are demonstrated in a study of the
straining of a thermoplastic elastomer. The possibilities of
an automated analysis are demonstrated in an investiga-
tion of the crystallisation behaviour of high-pressure in-
jection-moulded polyethylene (HPIM-PE). The achiev-
able results of nanostructure analysis of polymer materials
are discussed. It is shown that the time-resolved SAXS of
polymer materials studied during a transformation and
analysed by the CDF method is not just a powerful tool to
investigate the relationship between structure and proper-
ties of materials; the information that can be gained con-
cerning the processes that control nanostructure evolution
is equally important. In the future the enlightenment of
such relationships may help to tailor polymer materials
with respect to their properties and, beyond that, to im-
prove assessments concerning their aging.
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Introduction

In many fields of materials science synchrotron radiation
is utilised to study processes. With polymer materials
such processes may be crystallisation or the application of
mechanical load that cause the nanostructure of hard and
soft domains to (re)develop. During service of a polymer
part, transition processes frequently cannot be avoided.
Thus it is essential to understand the driving forces of this
evolution not only because of its impact on the production
of tailored materials, but also in order to assess the life-
time of such parts.

Progress in synchrotron radiation research was for a
long time mainly based on the development of dedicated
and stable synchrotron sources. In this period, data that
were recorded were generally not suitable for a quantita-
tive evaluation even if the measuring intervals were cho-
sen to be rather long. Nevertheless, the scientific commu-
nity has shown that even such moderate data sets can help
to promote notions concerning nanostructure and its evo-
lution, although the significance of evidence gathered this
way is generally not very high.

As far as up-to-date progress of synchrotron radiation
research is concerned, two major trends can be observed.
Increasing stability, brilliance, and decreasing beam cross
section allow, on the one hand, one to perform more and
more cutting edge experiments. Necessarily their data
quality remains moderate. Evaluation will most probably
be restricted to an interpretation of the data. This ap-
proach is paralleled by the ambition to profit from the in-
creasing beam quality by increasing the data quality. In
this second case both the problems of appropriate data
evaluation methods and the handling of huge amounts of
data have to be solved. It should be noted that considera-
tions undertaken so far have some implications concern-
ing the design of a synchrotron beam device. Inappropri-
ate design may block the option to automatically evaluate
the collected data.

It is to be noted that different communities rank the sci-
entific value of both approaches differently. Cutting edge
experiments themselves carry the charms of absolute nov-



elty. On the other hand, high-precision data shall result in
proper evidence after data evaluation. In order to achieve
this goal we require standardised methods to be developed.

In several fields of materials science the importance of
method development has been recognised and supported
early. The great success of protein crystallography, for ex-
ample, is mainly based on the development and standard-
isation of methods for the evaluation of synchrotron radi-
ation data [1] that resulted in evidence of unparalleled
precision concerning crystal structure. Similar awareness
is still low in the field of polymer materials science, at
least as far as promotion and funding of such projects is
concerned. Thus I use this opportunity to point out per-
spectives of a standardised methodical evaluation based
on my own work in the field of small-angle X-ray scatter-
ing (SAXS).

Similar to the field of crystallography, where the change
from a powder diagram to single-crystal data is associated
with a considerable reduction of ambiguity, the change
from isotropic scattering curves to anisotropic scattering
patterns is associated with a corresponding gain of struc-
tural information. Thus scattering curves, in general, are
analysed after resorting to a chosen model of the nano-
structure (stacks of lamellae [2, 3, 4, 5], spherical or cylin-
drical vesicles [6], uncorrelated particles with a constant
electron density [7, 8]). On the other hand, when studying
anisotropic scattering patterns it is quite frequently possi-
ble to draw conclusions on the nanostructure without need
to resort to a model.

Progress in method
Overview

Whenever scattering methods are utilised, data is recorded
in reciprocal space. From this data structural information
in physical space can be gained. Each effect, which in the
scattering pattern is manifested as a slowly varying func-
tion, can be assigned to low spatial frequencies in physi-
cal space. Counting statistics, on the other hand, is most
clearly apparent at high spatial frequencies. Thus the ac-
cessible structural information of a scattering pattern is
contained in a spatial frequency band between background
frequencies and high-frequency noise. If an interpretation
of the scattering pattern in reciprocal space is not ac-
cepted, a (multidimensional) correlation function [4, 9],
an interface distribution function (IDF) [5, 10, 11] or a
chord distribution [3, 12] may be computed and analysed.
According to the previous considerations, such an image
is computed in three automatable steps: (I) Proper trans-
formation of the scattering pattern, (II) band-pass filtering
and (III) Fourier transformation. Thus now the choice of
filter characteristics must be discussed and takes the place
of a discussion of deviations from the ideal multiphase
model [13]. Given the new paradigm, the effect of smooth-
ing the scattering pattern by a band-pass filter on the mor-
phology gets a novel meaning. The upper edge of the fil-
ter defines a distance in real space, beyond which no in-
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formation on correlations among domains can be re-
trieved. Hence the main effect of noise reduction by pro-
longed exposure is the increase of information on long-
range order.

Definitions

Let I(s) be the observed small-angle scattering (SAS) in-
tensity. The magnitude of the scattering vector can be de-
fined by Isl=(2/A)sin® where A is the wavelength of radia-
tion and 26 is the scattering angle. Common notations will
be used for both the case of isotropic scattering patterns
by writing I(s)=I(s) with s=lsl, and for the case of a
scattering pattern with fibre symmetry, /(s)=I(s;,, s3) with

s12 = /5% + s and the direction of s; defining the sym-

metry axis of the pattern.

For the two cases mentioned one frequently can guar-
antee that the recorded information on the structure is
complete. In the isotropic case the complete information
of SAS is contained in a curve. In the case of fibre sym-
metry the complete information of SAS is in a two-di-
mensional (2D) pattern, which can be recorded by using a
2D detector.

Intensity projection onto a plane

If the scattering pattern is already complete in a subspace
of the 3D reciprocal space, the suitable projection [14, 15,
16, 17] has to be carried out before the following 1D or
2D Fourier transformation. In classical methods special
Fourier kernels are employed, which comprise the projec-
tion implicitly. For the data evaluation of scattering “im-
ages” with fibre symmetry it is convenient to utilise com-
mercial standard software for image processing like pv-
wave [18], IDL or Matlab to carry out the necessary pro-
jection

Ip (s1,83) = {I (512, 83)} (51, 83) = /1 (S12, 83 ds2) (1

the 2D Fourier transformation %F*(Ip) (ry5,/3)=P(ry,,r3) of
which is known as the 2D (electron-) density correlation
function [9] in cylindrical coordinates. Let us consider a
correlation function computed from ideal model data and
turned into a 2D digital image. Then, anticipating the next
subsection and resorting to the paradigms of the field of
digital image processing, the generalised chord distribu-
tion can be computed by convolution with the digital
Laplacian operator [19, 20]

0O -1 0
Ld=<—1 4 —1)
0O -1 0

A generalised chord distribution

In the case of isotropic data the features of the nanostruc-
ture can be visualised much more clearly in a chord distri-
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bution function (CDF) [12] or interface distribution (IDF)
[5] than in a correlation function. The reason is that both
the CDF and the IDF show an edge-enhanced view of the
nanostructure, resting on the concept of a multiphase
structure of domains. Now the question arises as to how
the one-dimensional concepts of the CDF and the IDF can
be generalised for the case of multidimensional scattering
data from multiphase systems. Here only the approach,
which has proven its feasibility for the evaluation of ex-
perimental data, is outlined.

The autocorrelation of the gradient of the density dis-
tribution can be defined as a chord distribution z(r)=
(Vp(r))* for any multidimensional case. It is equivalent
to the Laplacian AP(r) of the correlation function and can
be computed from the multidimensional Fourier transfor-
mation of the scattering intensity /(s) after multiplication
by 4n2s2. For samples with fibre symmetry we start from
the projected intensity (/,) and obtain

11 (51, 83) = 4n%s?l, (s1,53)

)

with s> = \/s? + 57 in this context.

In the next evaluation step the nonideal character of the
studied multiphase structure has to be considered. In the
classical methods [5, 21, 22] this is accomplished by sub-
traction of several slowly varying backgrounds. These
backgrounds are well justified from physical reason, but
difficult to separate. The result of this operation is an in-
terference function G(s), which shall become subject to a
Fourier transformation. Since our interest is not the study
of the nonideal character but information on shape and
arrangement of the nanometre-size domains, the compos-
ite slowly varying background in the SAS image is con-
sidered a parasitic effect which is to be eliminated. Obvi-
ously a suitable background can be extracted from the
SAS pattern itself by computing the low-pass-filtered pat-
tern, fi.r (1 (s)). Its subtraction reduces the central sin-
gularity in the Fourier transformation of /;(s). Hence an
adapted interference function G(s)

G (8)=1.(8) = frr. UL (5)) 3)
is defined based on a low-pass filter operator f, ,, with a
cut-off frequency r,. Filter parameter variation shows that
the final CDF is altered marginally only, as long as a filter
with smooth frequency response is chosen and the cut-off
frequency is kept low. For the commonly used Butter-
worth filter this means that a low order has to be chosen in
order not to imprint artefacts resulting from discontinu-
ities of the filter response function. A first-order Butter-
worth filter

for L (s) =F ! (97 (I, (s)) (r) 4)

1 )
(L +r/re)?
has proved feasible in many fields of research (r=Irl).
Here & designates the multidimensional Fourier transfor-
mation.

Background subtraction by spatial frequency filtering
is not only suitable for the multidimensional case, but also
it can be carried out automatically. Moreover, it can be ap-
plied iteratively “until the integral of the resulting inter-

ference function is vanishing” (i.e. until a central singu-
larity of z(r) is vanishing). Iterative background elimina-
tion has proven to be essential for the nanostructure analy-
sis of a class of polymers with rough surfaces of the hard
and soft domains (polyurethanes, polyetheresters). For
polymers with smooth domain surfaces there is no need to
iterate background elimination.

Increasing trust in the iterative elimination grows from
the comparison of structural data extracted from the cor-
responding CDFs and the features of the raw scattering
patterns. It must be admitted that CDFs not iterated may
show such a high level of roughness that there is no
chance to interpret or analyse these real space data. Only
after the iterative procedure we find the expected infor-
mation on domains and their mutual arrangement. The ba-
sic result of comparing the features of the scattering pat-
tern with the noniterated and the iterated CDFs shows that
iteration of the CDF is emphasising the harmonic fraction
of the nanodomain structure in a similar manner as human
perception is emphasising it when raw scattering patterns
are interpreted.

Noise filter

Filtering of the high-frequency noise is not necessary
whenever isotropical or fibre samples with short-range
correlated nanostructure are studied and when the original
data have been measured with high accuracy (more than
10,000 counts in the maximum). Then the necessary pro-
jection serves noise reduction without loss of nanostruc-
ture information.

Discrete Fourier transformation

Finally the interference function G(s) or G,(s) is subject to a
discrete Fourier transformation. The result z(r)=—%(G(s))
is the chord distribution z(r). Starting from the projection
Ip(s;,53) of a scattering pattern with fibre symmetry, a 2D
Fourier transformation yields the section of z(r,r3;) in the
(ry,r3)-plane. Because of fibre symmetry the equivalence
r=r, is valid. Thus the complete morphological informa-
tion concerning size and arrangement of domains is right
at hand in the physical space function z(r,,r;) after few
evaluation steps (Fig. 1).

Application to isotropic samples

An increasing number of authors utilise the IDF method
to interpret the nanostructure inherent to SAXS data by
assuming that a lamellar nanostructure is valid for sam-
ples that show an isotropic SAXS [17, 23, 24, 25, 26, 27,
28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40]. Further-
more the volume of data to be analysed is bulging because
of an increasing number of time-resolved experiments.
Thus there is good reason to define background subtrac-
tion in a manner restricting user intervention and allowing



Fig.1 A SAXS fibre pattern and the
evaluation steps leading to an interfer- o
ence function G(s) of the ideal do- :

main nanostructure. The 2D Fourier I '
transformation of G(s) is the sought : }
chord distribution function z(r)

for automated processing of series of data [40]. The tech-
nique outlined in the preceding subsections for the an-
isotropic case meets the mentioned requirements and can
easily be transformed to the isotropic case as well [41].

Progress in data handling: combining beamline design,
image processing and SAXS theory

If variation of nanostructure shall not only be observed
but also be evaluated efficiently and completely, several
foundations concerning the beamline design should be
laid. Although these foundations are theoretically taken
for granted, the practical experience of the user shows that
a lot of effort has to be undertaken in this field in the fu-
ture. Scattering patterns must be evaluated precisely and
quickly. Valid data must be separated from invalid pixels
in each pattern, and the instrumental variations among the
patterns from the same series should be simple and well
documented.

Thus extensive cloudings of the patterns should be
avoided (e.g. by shades of wires winding through the pat-
tern) that may seriously obstruct an automatic determina-
tion of valid regions. Similarly unsuitable are instable de-
tectors (Vidicon) or image plate detectors that must be re-
moved for readout. Patterns obtained from such detectors
must be evaluated individually by hand. Moreover, the in-
trinsic uncertainty resulting from such detectors can only
be tolerated if the samples are strong scatterers. Thus a
self-calibrating, two-dimensional CCD detector with 1,024%
1,024 pixels appears to be the minimum requirement for
the SAXS. High-resolution detectors (from 4,096x4,096
pixels) may help to simultaneously collect SAXS and
MAXS (“middle-angle X-ray scattering’’) data or even to
cover the whole range from SAXS to wide-angle X-ray
scattering (WAXS) — if the beamline optics are sufficiently
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focusing over a wide range of sample-to-detector dis-
tances.

If, on the other hand, the interesting angular range can-
not be recorded simultaneously, a reproducible, automatic
swap between different adjustments of the beamline should
be aimed at. For this purpose the detector ought to be
traversable automatically along the optical bench with
the size of the primary beam stop adapted automatically
[42].

Each of these adjustments is characterised by one
empty scattering pattern, one mask pattern that is describ-
ing the invalid regions in each pattern, information on the
position of the centre of the pattern and its orientation, the
beam intensity and specific parameters of the experiment.
If the setup is completely described by parameter values
automatically logged during the experiment as well as by
masks and test patterns, the evaluation of the data may be
performed during measurement almost in real-time (while
an image is exposed, the preceding pattern is evaluated).

To establish such rapid and automated evaluation it is
not sufficient to understand scattering theory. It is also im-
portant to understand and to implement established meth-
ods and paradigms of digital image processing (e.g. erode,
closing, opening, region of interest (ROI) operations)
[43]. For this purpose and for rapid prototyping there are
some commercial (pv-wave, IDL, Matlab) and free (oc-
tave, SciLab, ImageJ) software engineering platforms.

Progress in analysis of scattering patterns

In many studies the scattering pattern is interpreted. For
this purpose Bragg’s law and similar simple notions that
describe the reciprocal relationship between pattern and
nanostructure are commonly utilised. On this basis car-
toons of a probable nanostructure are generated and re-
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Fig.2 Straining of a thermoplastic
elastomer. Straining direction is
vertical. Top row SAXS patterns
(-0.25 nm'<s1,,55<0.25 nm™"), 2nd
row cartoons based on common no-
tions. 3rd and 4th row model-free
nanostructure information as automati-
cally extracted from the SAXS and
presented in real space (chord distribu-
tion function, logarithmic intensity
scale, =50 nm<r,,73<50 nm

long periods| domains

lated to the patterns. Ambiguity and possible bias of this
method are, in general, conceded.

Some of the shortcomings of this mental pattern inver-
sion are avoided by a computerised inversion such as the
one that is described earlier. Practical examples are shown
in Fig. 2. In the related study a thermoplastic elastomer was
strained. The top row shows the central part of recorded
SAXS patterns, underneath cartoons of the nanostructure
that are commonly associated to such scattering patterns.
The two bottom rows show the chord distribution functions
(CDF) computed from the scattering patterns in a “pseudo-
colour” representation. In the third row the positive peaks
of the CDF are coloured. The bottom row emphasises the
negative peaks (“long periods”) of the CDFs in real space.

A pattern as observed at an elongation &=1 is fre-
quently addressed a system of microfibrils with some ori-
entation distribution that are based on cylindrical domains
(cf. cartoon). But even lamellar systems with a correlation
between layer orientation and long period are discussed.
The CDF shows at its “domain face” (third row) that two
kinds of domains are present. The stronger peaks are
found on the equator. Shape and extension indicate disk-
shaped domains oriented parallel to the straining direction
(cf. Fig. 3a).

These “lamellae” are thick and their lateral extension is
moderate. Two peaks on the meridian indicate a second
ensemble of cylindrical domains (cf. Fig. 3b), the height
of the latter being close to the diameter of the disks. The
discussed peaks only describe the shape of the basic do-

mains but do not carry information concerning the
arrangement of neighbouring domains in the matrix. The
arrangement of domains is revealed in the peaks from the
bottom face of the CDF (Fig. 2, bottom row). At =1 the
peaks related to the disks are weak. So the lamellae ap-
pear to be placed at random in space, although they are
rather well oriented. On the other hand, the cylinders form
microfibrillar clusters with a long period in the meridional
direction. The apparent “ears” of the long period peaks
bent towards the equator could be explained by either the
aggregation of two slightly tilted layers or by lateral cor-
relations between neighbouring microfibrils (“macrolat-
tice” [44]). The latter explanation appears to be more
probable, because a macrolattice based on cylindrical hard

a

Fig.3 Sketch of the two domain shapes existing in the strained
thermoplastic elastomer, as extracted from the CDFs in Fig.2.
Straining direction is vertical



domains emerges on further elongation. The common car-
toon associating a SAXS four-point pattern to stacks of
tilted lamellae is thus, in the present case, not describing
the correct nanostructure (Fig. 2, right column). The series
as a whole exhibits a decrease of the disk fraction and an
increase of the cylinder fraction. Quantitative results con-
cerning the fractions and their progression are not avail-
able because of insufficient technical setup at beamline
A2 (detector, incomplete environmental data). Neverthe-
less, even the present data suffice for the purpose of quan-
titatively determining the evolution of domain shape and
arrangement during straining.

Example: study the injection moulding of PE
Experimental

High-pressure injection-moulded rods from poly(ethyl-
ene) (Lupolen 6021 D, BASF) exhibit a core-shell struc-
ture (Fig.4). In order to achieve high orientation, an equi-
librated melt at 160 °C was injected into the cold mould.
Maximum mould pressure was 444 MPa and final mould
pressure was 336 MPa after 180s. Samples for the in-
vestigation were sectioned from the shell and the core
of the rod, respectively, by using a low-speed diamond
saw.

Ultra-small-angle X-ray scattering (USAXS) was per-
formed in the synchrotron beamline BW4 at HASYLAB,
Hamburg, Germany. USAXS images were collected by a
two-dimensional position-sensitive Gabriel detector (512x
512 pixels of 0.4x0.4 mm?) (from European Molecular Bi-
ological Laboratory, EMBL). The sample-to-detector dis-
tance was set to 12,690 mm.

During image collection, each sample was heated from
25°Cto 150 °C. Below 100 °C a heating rate of 5 °C min™!
was chosen. Thereafter the heating rate was slowed to
2 °Cmin!. Images were accumulated for 90s. Data stor-
age took 30s.
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Fig.4 Left PE injection-moulded rod with core—shell structure.
Right sectioning of a shell sample
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Data evaluation

The two-dimensional scattering patterns were normalised
to detector efficiency and incident beam flux. Background
subtraction and sample absorption were subsequently op-
erated. Blind areas were masked in the images. Each im-
age was centred and aligned using the positions of the ob-
served two-point patterns. Four-quadrant averaging was
carried out. The remnant central blind spot from the beam
stop was filled. Data for a smooth extrapolation were sup-
plied by radial basis function approximation [45]. The fi-
nal scattering patterns covered the range —0.072 nm~'<s,s3
<0.072nm~!. As described earlier, the scattering intensity
was projected onto the (s,,53)-plane, multiplied by s2, then
regridded to 512x512 pixels. The 2D background was de-
termined and subtracted. The result was subjected to 2D
Fourier transformation and the 3D chord distribution z(r)
was obtained.

Results and discussion
The USAXS patterns

Figure 5 exhibits the logarithm of the USAXS intensity
from the shell zone of a high-pressure-moulded PE rod at
chosen temperatures during heating of the sample. Sharp
long-period reflections with a peak maximum correspond-
ing to 100nm are obvious in all patterns. The peaks are
placed on top of an intensity ridge extending along the
meridian. The shape of the ridge changes as a function of
increasing temperature, whereas the peak appears to be al-
most unchanged. The ridge disappears before melting.
Equatorial scattering is indicated early at 128 °C. With in-
creasing temperature it becomes more pronounced and
vanishes as the last discrete feature when the sample melts.
Figure 6 shows the corresponding USAXS from the core
zone of the pressure-moulded PE rod. As compared to the
shell zone scattering, we observe more diffuse patterns. But
the orientation of the core material is obvious, especially
in the pattern recorded at 129 °C. A direct interpretation
of these patterns appears to be difficult and ambiguous.

3D chord distributions of the shell material

Figure 7 presents 3D chord distribution functions z(r) of
the shell material at various temperatures during heating.
It is obvious that a lamellar system is present at ambient
temperature. Each of the strong, triangle-shaped peaks in
the 3D surfaces describes both crystalline lamellae and
amorphous layers. The corresponding layer thickness dis-
tributions are broad and cause the corresponding peaks to
merge into one. The long period (26 nm) is much smaller
than expected from the peak maximum of the scattering
pattern.

At 128 °C peak heights have grown. The reason is dif-
ferent thermal expansion of crystalline and amorphous
phases, respectively. From the width of the triangles an
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Fig.5 USAXS intensity log(/(s))
from the shell zone of a PE rod at var-
ious temperatures during heating

Fig.6 USAXS intensity log(I(s))
from the core zone of a PE rod at var-
ious temperatures during heating

average lateral extension of 70 nm is determined. The un-
dulation frequency in front of the strong peaks has halved
just as the temperature of 128 °C has been reached. Thus
the long period now has doubled. In the centre of the
lower peaks of second order an indentation is observed,
which is still unexplained at this temperature.

At 136 °C the first minimum in the CDF in the merid-
ional direction (i.e. the long period) is found at 95 nm.
The imperfect layers have melted and the only observable
feature is the layer stack corresponding to the strong
peaks in the scattering pattern. The distribution of layer
thicknesses is still very broad. The indentation from the
last pattern has increased to form a trough extending
along the meridian.

At 141 °C the trough has engraved itself to from a deep
valley on the meridian. A more shallow, modulated valley
is extending along the equator of the CDF. Single lamel-
lae with a very broad thickness distribution are indicated
by the low hills in the pattern.

Minima in the valleys are associated with long periods
[13]. In the corresponding contour plots of Fig. 7 it is ob-
served that the long period doubles first at 128 °C and a
second time at 136 °C. But still the long equatorial streak
indicates the autocorrelation of a lamellar system. At 141
°C the nanostructure has changed fundamentally. The
streak at the equator has shrunk to indicate the predomi-
nance of domains which are narrow in lateral direction
(“blocks™).



Fig.7 Shell zone of the PE rod:

3D chord distributions with fibre sym-
metry, z(r) as a function of tempera-
ture during heating in the range 73

€ (—100 nm, 100 nm). 3D surfaces
(top) show the function seen from the
top. The contour plots below show
minima ranging downward from the
zero level of the function (long peri-
ods)

ry |n

Based on these observation it appears to be justified to
assume, to a first approximation, that during heating those
crystallites which were formed last during crystallisation are
melting first. Let us imagine we reverse time and then dis-
cuss the observed process in terms of a crystallisation. Do-
ing so permits us to proceed from the simple to the com-
plex nanostructure. Under this premise the results reveal
that upon the start of crystallisation tiny nuclei are form-
ing row structures along the fibre direction. From these
nuclei lamellae are growing in the lateral direction. The
thicknesses of these lamellae are not uniform (20—60 nm).
This result may be caused by the fact that the irradiated
volume integrates over the total thickness of the shell zone.
During the course of cooling new and thin crystal layers
are generated somewhere in between the primary lamel-
lae. When the material is cooled even further, the long pe-
riod is halved a second time. All the time the most regular
period is constant and imprinted by the average distance
of the nuclei in the rows. This causes the point-shaped
long-period reflections in the scattering pattern. The sub-
division of the primary long period in the subsequent in-
sertion crystallisation is highly irregular and generates the
intensity ridge extending along the meridian. The strength
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of the equatorial streak is correlated with the strength of
the row structure. Thus the CDF analysis reveals that for
the studied materials the insertion model of crystallisation
[46, 47] is more probable than the two-stack model [48].
While the scattering pattern is emphasising the harmonic
components of the structure, the CDF shows all the regu-
lar and irregular components with equal weight and the
complexity of the nanostructure is revealed.

Iterated CDF's

In the paper proposing the CDF method [13] a possibility
is discussed to remove strong background scattering by it-
erating the steps of low-pass filter and background sub-
traction until the values of the CDF vanish in the vicinity
of zero. Domain roughness [27, 49] can be compensated
this way, but information concerning structure of imper-
fect domains is lost. From all scattering patterns of the
shell material iterated CDFs have been computed and
compared to the noniterated ones. The iterated CDFs re-
produce the information concerning the fairly well-or-
dered row structure and the primary lamellae without dis-
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Fig.8 Core zone of the PE rod:

3D chord distributions with fibre sym-
metry, z(r) as a function of tempera-
ture during heating. 3D surfaces (top)
show the function seen from the top
in the range r,, 73 €(=100 nm, 100 nm).
The contour plots below show minima
ranging downward from the zero level
of the function (long periods) in the
range 1, r3 € (<200 nm, 200 nm)

=200 L
—200

tortion. Nevertheless, information concerning the imper-
fect secondary lamellae is lost.

3D CDF analysis of the core material

Noniterated CDFs from the core zone of the high-pres-
sure-moulded PE rod are shown in the 3D representation
of Fig. 8. The nanostructure, in general, exhibits less order
as compared to the shell material. At room temperature
the long periods are small again and the average extension
of the crystallites in the lateral direction is very small as
compared to the shell material. A fingerprint of a row
structure is not found. At 124°C the typical triangular
peaks from lamellae with some lateral extension are seen.
Nevertheless, there are still many irregular domains which
are not extended in the lateral direction. At 129 °C it is ob-
served that the average thickness of the remnant lamellae
has increased. At 137 °C only a very broad distribution of
now very extended lamellae is seen. These findings indi-
cate that even in the core material the insertion model of
crystallisation is preferable. The question concerning the
existence of a row structure in the core material cannot be
answered from the noniterated CDFs.

0 200 0

ry [nm] ry [nm]

The contour plots of Fig. 8 show the long periods from
iterated CDFs. In contrast to the noniterated CDFs, the it-
erated CDFs exhibit clear long-period reflections. At
room temperature the long period is 95 nm which is the
value of the row structure period known from the shell
material. Unlike to the finding with the shell material this
long period first increases slowly (105 nm at 129 °C), then
accelerates up to a value of 140nm at 137 °C. At higher
temperature a regular long period cannot be detected any
more.

Obviously the lateral extensions of the domains in the
core is lower than in the shell. While the lamellae from
the shell exhibit an average cross section of 70 nm, corre-
sponding cross sections in the core material are found be-
tween 40 nm and 60 nm.

In summary, even if the ordered structure of both the
shell and the core material show the same long period at
room temperature the nucleation process is different. In
the core material the frame of a uniform row structure is
missing. On the other hand, insertion crystallisation is
common during the second stage of crystallisation in both
the core and the shell material.



Conclusions

The minimal invasive methods that utilise the interaction
of synchrotron radiation with material play an important
role when processes are studied in situ. The time-resolved
SAXS of polymer materials studied during a transforma-
tion is not just a powerful tool to investigate the relation-
ship between structure and properties of materials; equally
important is the information that can be gained from an
analysis of the SAXS concerning the processes that con-
trol nanostructure evolution. In the future the enlighten-
ment of such relationships can help to optimise polymer
materials with respect to their properties and, beyond that,
to improve assessments concerning their aging.

In order to promote this development, the optimisation
of synchrotron beamlines with respect to an automated
evaluation of voluminous data sets is indicated. One pre-
requisite for the requested progress is the possibility to
collect complete data sets with simple and documented re-
lationships among the patterns. The other prerequisite is
the development of evaluation methods that are both
suited to deal with multidimensional data sets and that re-
sort to models as late as possible. The evaluation method
proposed in this paper is the multidimensional chord dis-
tribution analysis. We have exemplified how this method
can be utilised to analyse time-resolved studies of nanos-
tructure evolution in materials science. In a similar man-
ner, insight can be gained concerning nanostructure evo-
lution as a function of different kinds of material load.
From the nanostructure at ambient temperature and the
melting behaviour of materials conclusions can be drawn
on processes dominating the preceding crystallisation. We
expect that similar investigations will contribute to a deeper
understanding of the structure—property relationships of
polymers and, finally, to the engineering of tailored poly-
mer materials.
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